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Abstract

Learning with more than a modal benefits perceptual learning in connected speech for English as
a Second Language (ESL) learners. Moreover, learning with multimodalities may overload
attention and cognitive processing which hinder learning. To examine this hypothesis, a
connected speech perceptual dictation is designed and test the effects of learning with bi-modal,
listen with either subtitles or shadowing; and multimodal, listen with both subtitles and
shadowing. A group of ninety ESL undergraduate and graduate students were recruited from a
local university in Hong Kong to participate in the present study. The results challenges the
hypothesis that the multiple modalities aid the learning of connected speech. The Wicken’s
(2007) Multiple Resources Model and the Cognitive Load Theory (CLT) (e.g. Sweller, 2010)
may account for the results. The current study sheds light on the pedagogical implication of

connected speech learning with multimodalities in ESL classroom context.
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Introduction

‘Why does the English in the classroom sound so different than that of the real world?’
This is probably a frequent question asked by a lot of ESL learners. The answer lies the
connectedness of native English speech. The sloppy sounds in connected speech imposes
challenges on ESL learners, which may lead to miscomprehension, or even communication
breakdown. Therefore, there is an urge for ESL learners to acquire connected speech so as to

connect to the globalized world.

Thanks to the advanced technology, ESL learners can freely access to the variety of
online multimedia resources such as movies and YouTube videos. These multimedia resources
then take the learners to the journey of multimodal learning of which engage different channels
for perceiving information. However, how well do the learners learn with multimodalities?
Specifically, how well do they learn connected speech with subtitles and shadowing? As ESL

learners, does the native language influence the processing and learning of connected speech?

Literature review

Challenges of perceiving connected speech in ESL Learners

Connected speech, an everyday phenomenon that occurs in native English speech, is
defined as the ‘sloppy speech’ of which canonical forms that undergo phonological modification
(Celce-Murcia et al., 2010). In order to save time and energy, native English speakers tend to
economize their articulatory effort which leads to coarticulation (Alameen & Levis, 2015). As a

result, listening to connected speech imposes challenge on ESL learners’ ability to perceive the
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non-salient, connected speech features such as elision, assimilation and juncture. Moreover, the
connected speech sounds can in fact, be regarded as non-native contrast due to its non-salience.
In some earlier studies on non-native speech perception (e.g. Lado, 1964; Liksker & Abranson,
1970), it has been well documented that the non-native contrasts are of low salience because of
native phonological transfer. Particularly, Chinese learners are found less sensitive to English
voiced consonants as voicing contrast does not exist in the phonological system in Chinese
(Comparison of English and Mandarin (Segmentals), 2014). On top of the ambiguous and non-
salient nature of connected speech, limited emphasis has been placed on ESL classroom
instruction (Brown & Kondo-Brown, 2006), even though it has been shown that connected
speech plays a determinative role in listening comprehension (Kuo, Ting, Chiang & Pierce,
2013), especially for low-proficiency ESL learners (Kato & Tanka, 2015). Along with the lack of
instructional resources and teacher training (Brown & Kondo-Brown, 2006; Bradlow & Bent,

2002), the underdeveloped connected speech perceptual ability in ESL learners is inevitable.

Potential benefits of multimodality in language learning

Multimodality learning refers to learning that engages more than one modality. There is
abundant convergent evidence in multimodal integration for improving speech perceptual
performance due to the interactivity across modalities. According to Shams & Seitz (2008),
multimodal learning is more beneficial than unimodal learning when information inputs are
congruent as more brain region in both unisensory and multisensory areas are activated. A
wealth of neuroimaging studies has also shown the possibility of cross-modality integration (e.g.

Ludersdorfer, Wimmer, Richlan, Schurz, Hutzler & Kronbichler, 2016; Scarbel, Beautemps,
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Schwartz & Sato, 2014; Millman, Hansen & Cornelissen, 2014). Therefore, it is plausible to
infer that the more the modalities are engaged, the better the learning performance. The benefits
of multimodality second language learning have been demonstrated in different modality
including audiovisual modality (e.g. Hazan, Sennema, Iba & Faulkner, 2005; Li. 2016, Birulés-
Muntané & Soto-Faraco, 2016) and audio-motor modality (e.g. Kato & Tanaka, 2015; Linebaugh

& Roche, 2015, Nakayama, 2011).

Among the multimodal learning studies, subtitle has been widely adapted as visual input.
Subtitle, as defined as the synchronous, intralingual onscreen text along with the audio (Bird &
William, 2002; Markham & Peter, 2003), has been generally agreed that it is effective for
improving listening comprehension performance (e.g. Hayati & Mohmedi, 2011; Hsu, Hwang,
Chang, & Chang, 2013) and vocabulary recognition ability (e.g. Harji, Woods & Alavi, 2010;
Yuksel & Tanriverdi, 2009). In other words, subtitles, as a visualized orthographic input, may
help learners to process auditory inputs as demonstrated by previous studies (e.g. Petrova,
Gaskell & Ferrand, 2011; Roux & Bonin, 2013). Specifically, several studies show that
phonological and orthographic information are integrated for processing phonological variants
(Bird and William, 2002; Coridun, Ernestus & Bosch, 2015; Ranbom & Connine, 2007). For
example, in the study, Bird and William (2002) shows that the textual input along with auditory
input was beneficial when new phonological forms are encoded and particularly, it was

evidenced that the textual input was used to construct the phonological representation.

Apart from subtitle, shadowing, an active online processing of which learners listen to
auditory input and articulate the incoming speech simultaneously (Shiki, Mori, Kadota &
Yoshida, 2010), has gained increasing interest in recent years in ESL context (Hamada 2011). It

has been widely agreed that different forms of are effective in improving EFL learners’ listening
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comprehension performance (e.g. Hamada, 2011; Mochizuki, 2006; Tamai, 1997). More recently,
studies have shown that the perception of segmental features including phoneme perception
(Hamada, 2016) and weak form (i.e. weakened function words) perception (Nakayama, 2011,
Nakayama & lIwata, 2012) can be enhanced by shadowing training. Therefore, it is suggested
that shadowing may improve learners’ speech perception through improving the phonological
processing, and hence, the holding capacity of acoustic input in the working memory (Kadota,
2012, Tamai, 1997). Since the acquisition of L2 perception ability can be influenced by the
ability to articulate the target language’s sound (Kato & Tanaka, 2015), this suggests that there
may be a direct link between connected speech perception and shadowing practice for improving

the performance of perceiving connected speech.

Possibility of divided attention and cognitive overload

Despite of the above evidence of suggesting the possibilities of multimodality learning on
connected speech, the undermining effects such as divided attention and cognitive resources
should not be overlooked. As demonstrated in various studies, the additional use of other
modalities including visual channel specifically for subtitles processing (Mayer, Lee & Peebles,
2014; Kruger & Steyn, 2014), which causes additional burden to perception. Particularly, Kruger
& Steyn (2014) highlighted the divided attention distribution across modalities when processing
redundant information from various redundant resources. For these findings, Wickens’s Multiple
Resource Model (2007) provides a perspective on divided attention in second language learning.
Based on the notion that attention is divided when more than one tasks is undergoing at the same

time, the Wickens’s model predicted the three elements, resource demands, resource similarity
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and allocation policy, influence the degree of which task(s) to be ‘scarified’. Particularly, the
factor, processing modalities, is one of important concerns in the model. It is predicted that
dividing attention across modalities for language inputs (visual and auditory, as defined by the

model) is challenging for L2 learners.

On top of attention distribution, it is also suspected that the cognitive load as another
undermining effect. As demonstrated in the study, Mayer et al. (2014) proposed that the limited
cognitive capacity of the non-native English speakers may be one of the factors which lead to the
nonsignificant improvement in the comprehension test after the additional use of subtitles.
Similar conclusion of which textual inputs impose extra cognitive workload has reached in some
previous studies (e.g. Kruger, 2013; Diao, Chandler, & Sweller, 2007; but see Kruger, Hefer &
Matthew, 2013) . These evidence posits the possibility for Cognitive load theory (CLT) (e.g.
Plass, Moreno & Briinken, 2010; Sweller, van Merriénboer, & Paas, 1998; Sweller, 2010). The
theoretical framework is concerned with the limited processing capacity in working memory
(WM) and the process of schema construction in long term memory (LTM). Among the three
cognitive loads in the theory, namely intrinsic, extraneous, and germane load, the germane load
is the major concern for the present study. As according to Sweller (2010), it involves the
learners’ choice to allocate the use of the resources in WM to work with the interactive elements
in the task on hand. Particularly, Paas, van Gog, & Sweller (2010) states the potential problem of
learning with multiple sources of information of which learners are overwhelmed by the
interactivity between the information sources before the commencement of meaningful, deep

learning.
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Based on the different perspectives, it is possible to question if the learners in the current
study would be benefited by the multimodal learning due to multimodal integration, or

overloaded by the multimodal inputs during the connected speech learning process.

Perceptual problems of assimilation in non-native speakers

Among the connected speech processes, assimilation is commonly identified as one of
the most challenging type in non-native speaking context (e.g. Abe, 2009; Liang, 2015; Zahedi,
Sahragard, & Nasirizadeh, 2007). Assimilation can be further classified as regressive
assimilation and progressive assimilation. In the present study, regressive assimilation is chosen
as progressive assimilation is relatively uncommon (Cruttenden, 2014). Particularly, Chan & Li
(2000) highlighted that as L1 phonological transfer occurs in Cantonese ESL learners, the
features in connected speech including assimilation are of low perceptual salience, and thus,
often being ignored. As described by Cruttenden (2014), regressive assimilation is ‘an influence
at word boundaries functions predominantly in an anticipatory direction, features of a sound are

anticipated in articulation of preceding sound’ (p.308).

Although Gow (2003) demonstrated that place assimilation does not create lexical
ambiguity for native English speakers, it is plausible that it would cause perceptual problems in
Chinese ESL learners. Therefore, based on Gow’s study (2003), English coronal place
assimilation of the coronal consonants, word finals with -/t/, -/d/, and -/n/ were chosen for the
present study. In place assimilation, segments with coronal place (i.e. /t/, /d/, /n/ in the present
study) take place of the subsequent noncoronal segment, such as labial (i.e. /p/, /b/, /m/ in the

present study). Thus, right berries, for example, may be perceived as ripe berries.

10
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Based on the view that assimilation is perceive as graded (Gaskell, 2003; Dilley & Pitt,
2007; Martin & Peperkamp, 2011), it is possible that listeners may perceive the assimilated
segments as glotalization or elision since there is gradation of acoustic markers in the continuum
of assimilation. Specifically, Dilley & Pitt (2007) found that glottal variants were almost always
a possible realization of /t/-final words. This suggests the possibility for realizing /t/ and /d/-final
words as glottal variants, instead of realizing the assimilated segments as /p/, /b/ or /m/-final
word. For example, instead of realizing ‘right berries’ as ‘ripe berries’ /raip ‘beriz/, it is always

possible for listeners to hear as its glottal variant, /rar? "beriz/ or deleted variant, /rar "beriz/.

Apart from the views on different realizations of assimilated segments due to graded
assimilation, some studies provide a more specific account for place assimilation in terms of the
perceptibility hierarchy of place contrast. Some earlier studies (e.g. Jun, 2004; Mohanan, 1993)
shows that oral stops are less likely to assimilate in place when compared with nasals due to the
perceptibility difference of place contrasts between nasal consonants and oral stops. In other
words, listeners would find it more difficult to perceive the place contrasts in nasals than that of
oral stops. For instance, ‘green beans’ /grin binz/ would therefore, be of lower perceptibility than

‘right berries’ /rait 'beriz/.

Given the different aspects on place assimilation perception, the present study aims at
investigating the perceiving and learning process of the chosen types English coronal place

assimilation.

11
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Theoretical underpinnings of connected speech learning

To clarify the role of the subtitles and shadowing in connected speech processing and
learning, the three connected speech frameworks, the simple abstractionist models, simple
exemplar-based models and the hybrid models are proposed for the present study. Although both
of the theoretical frameworks are based on the notion that the phonological variants in connected
speech can be learnt and retrieved in the mental lexicon, the simple abstractionist models and the
simple exemplar-based models hold opposite assumptions while the hybrid model is the

combination of the two models (see Ernestus, 2014 for details).

In the simple abstractionist models, the auditory inputs are simultaneously activating and
mapping with the corresponding abstract symbols in one’s mental lexicon. Before generating the
pre-lexical abstract representation as database for later word activation and recognition, all the
acoustic details were filtered and the process is known as speaker normalization. In other words,
one abstract rule is specific to the metal representation of a single word. Thus, the connected
speech learning in the simple abstractionist models would be regarded as the generalization of
phonological rules. In contrast, instead of carrying out speaker normalization for generating the
word-specific pre-lexical representation, the simple exemplar-based models is composed of the
matching between auditory inputs and the exemplars stored the metal lexicon. All the
encountered words would be stored in the word cloud with the acoustic details, as well as the
contextual cues. Without the single abstract rules, the activation and recognition of a word is
weighted on the similarity between the auditory input and the stored exemplars. Hence, the
learning of connected speech under the simple exemplar-based models would be considered as
experience-driven learning. For the hybrid model, it assumes that both abstract rules

generalization and exemplars play different roles in speech perception.

12
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The present study

From the above review, connected speech learning plays a predominant role in listening
comprehension in an ESL context. In most of the studies, the benefits of multimodal learning
were reported and especially, in the use of subtitles for perceiving native speech with accents
(Mitterer & McQueen, 2009) and non-native speech (Birulés-Muntané & Soto-Faraco, 2016), as
well as shadowing practice for improving weak form perception (Nakayama, 2011; Nakayama &
Iwata, 2012). However, there is no existing study which combined both subtitles and shadowing

for examining the effects on connected speech learning.

The possible effects of multimodal learning, multimodal integration and cognitive
overload when learning connected speech were tested in the present study. To examine the
hypothesis, connected speech audio input, subtitles and shadowing were used in the training

phase.

The major research questions are as follows:

1. What are the performances of connected speech perception after learning under the three

conditions, I. Subtitles-only; 11. Shadowing-only; I11. Both subtitles and shadowing?

2. Is there any perceptual patterns in Chinese ESL learners when perceiving the three types of
place assimilation, namely the segments with word-final alveolar stop (/t/, /d/, /n/) followed by a

labial consonant (/p/, /b/, Im/)?

Firstly, it is predicted that learners who learn connected speech with both subtitles and
shadowing would outperform among the two groups, while the subtitle-only group would

perform better than that of the shadowing-only group in the connected speech perception test.

13
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The hypothesis was tested by comparing the learners’ performance across the three learning

conditions: I. Subtitle-only; Il. Shadowing-only; I11. Both subtitles and shadowing.

Secondly, it is hypothesized that learners may perceive the assimilated segments of /t/ and /d/ as
glottalization or elision, and therefore, these segments would be better perceive and learn better
that the segment with /n/. The postulation was examined by comparing learners’ perceptual

performance across the three types of assimilated segment, word finals with -/t/, -/d/ and -/n/.

Method

Participants

In the current study, ninety Chinese-speaking undergraduate and graduate students aged
over 18 from The Education University of Hong Kong (EdUHK) were recruited. Through
random sampling, all the participants were recruited from through announcements on the
university intranets. With the age ranged from 18 to 32, all participants in the sample have taken
English Language as compulsory subject since Grade 1 and received education with English as

the medium of instruction for at least half a year in The Education University of Hong Kong.

Procedure

After reading the information sheet and signing the written consent form (see Appendix
A), participants took part in a 50-minutes, one-sitting experiment in individual format. The

experiment was conducted in a quiet room in the library of the EQUHK campus Tai Po. The

14
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experiment was administrated by the author. Upon the completion of the experiment, each

participant received HKD$ 20 cash as remuneration.

Audios preparation

The audios were recorded with a high quality recorder (Roland R-09 HR) which is
digitalized at a sample rate of 44.1 kHz in a quiet room. The stimuli were spoken aloud by a 22-
year-old American female speaker who was born and raised in The United States (Ohio for 18

years; Colorado for 4 years).

Measures

1. Connected Speech Dictation

This test assesses the participants’ perceptual abilities to perceive connected speech,
specifically, place assimilation. Hence, the assimilated segments were deliberately designed with
word-final alveolar stop (/t/, /d/, /n/) followed by a labial consonant (/p/, /b/, /m/) based on
Gow’s (2003) study. All stimuli items were short sentences composed of five to eight word with
basic syntactic structure of Noun (subject) + Verb + (Preposition) + Article + Adjective + Noun
(object) so as to minimize the effects of grammatical structures in speech processing. The target
segments were embedded in the last two words of the sentence in which the adjectives ended
with either -/t/, -/d/ and -/n/ and the object noun starts with either -/p/, -/b/ and -/m/. The
sentences were designed without specific context to remove the contextual cues for top-down

speech processing. There were a total of twenty sentences with target place assimilation patterns

15
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(see Appendix B and C for details). The test was used as the pre-test and pos-test. The reliability

of the whole test was moderate (Cronbach’s a =.79).

All the stimuli items were presented from a laptop computer through headphones.
Participants were required to type the sentences in the computer after hearing each item. Upon
the completion of typing a sentence, another item is played by the experimenter without

providing any feedback.

2. The Multimodal Training Session

To investigate the effects of different forms of multimodal learning on connected speech
perception, participants were randomly assigned to the three learning conditions, I. Subtitle-only;
I1. Shadowing-only; and I11. Both subtitle and shadowing for the training session. During the ten-
minute training session, all participants were required to listen to the audio materials while
trained either with reading the subtitles for the subtitle-only group or shadowing immediately
after the audio is played for the shadowing-only group. The participants who were assigned to
the group to learn with both subtitles and shadowing were instructed to read the subtitles while
listening to the audios and immediately shadow after the audio is played. All participants were

informed to practice the items as many times as possible within the given time.

The 20 items in the connected speech dictation were taken as the training material. All
audios were delivered with headphones and all subtitles were presented in black words in a white

background in PowerPoint over laptop.

16
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3. Phonological Memory Subtest — Memory of digits and Non-word repetition in The

Comprehensive Test of Phonological Processing (CTTOP; Wagner, Torgesen & Rashotte, 1999)

To control the effects of phonological memory to connected speech learning, memory of
digits and non-word repetition of CTTOP phonological memory subtest were conducted. In the
subtest of memory of digits, participants were required to repeat a chunk of number after
listening to each of the stimulus item. While in the non-word repetition subtest, participants were
instructed to repeat the pseudo-words after listening to each of the stimulus item. All items were

delivered through headphones connected with a laptop computer.

4. Test of Articulation Rate (Cheung & Kemper, 1993)

To control the effects of articulation rate to the participants who learnt connected speech
with shadowing, the test of articulation rate was conducted. In the PowerPoint, participants were
shown with a total of six word pairs with two, four and six syllables respectively (see Appendix
D for details). They were required to repeat aloud the word pairs for twenty times as accurately

and as rapidly as possible. Participants were informed that repetition would be recorded.

To calculate the articulation rate (wps) for each participant, the total seconds needed for
repeating the middle ten repetitions of the six items were divided by 120, the total number of

words articulated within the middle ten repetitions (6 word pairs X 10 repetition).

17
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Results
A repeated-measures analysis of variance (ANOVA) has been conducted with connected
speech listening performance and the three types of place assimilation (i.e. word final with stop
consonants, /t/ and /d/, and nasal consonant, /n/) as within-subject factor, and the three connected

speech learning conditions as between-subject factor.

Connected speech perception performances in various learning conditions

In the connected speech training phase, three conditions have been manipulated — I)
learning with subtitles only, 1) learning with shadowing only, and Ill) learning with both
subtitles and shadowing. The means and standard deviations are shown in Table 1. The main
effect of training was significant, F(1, 86) = 20.85, p<.001, 1’ partial = .17, showing that the
connected speech perceptual performance improved significantly after the training phase. The
interaction effect of the listening performance in the three learning conditions was significant,
F(2, 86) = 88.75, p<.001, 1 partial = .67, indicating that the performances of connected speech

perception were better after learning in the three conditions.

Table 1: Descriptive Statistics for Various Learning Conditions (N=90)

Pretest Posttest
Learning conditions M (SD) M (SD)
|. Subtitle-only (N=30) 5.37 (3.54) 15.90 (4.20)
I1. Shadowing-only (N=30) 5.93 (2.89) 8.13 (3.26)
I11. Both subtitles and shadowing (N=30) 5.57 (3.43) 16.70 (3.47)

18



EFFECTS OF MULTIMODAL IN CONNECTED SPEECH LEARNING

To compare the difference between the performance after learning with the three learning
conditions, contrast analysis was conducted and the results is shown in Table 2. The results
showed that participants’ performance in the learning conditions of ‘subtitles-only’ and ‘both
subtitles and shadowing’ were significantly higher compared to the performance in the learning
condition of ‘shadowing-only’ (ps<.001), showing that learning connected speech without
subtitles improved the listening performance minimally. Surprisingly, the listening performance
in the learning condition of ‘both subtitles and shadowing” was not significant when compared to
the condition of ‘subtitles-only’ (p>.05), indicating that the additional use of shadowing in the

training phase did not improve the listening performance significantly.

Table 2: Comparison across the Three Learning Conditions (N=90)

Learning condition comparison MD Std. Err.
Subtitle-only V.S. Shadowing-only 3.39* 73
V.S. Both subtitle and shadowing -.68 73
Shadowing-only V.S. Subtitle-only -3.39 73
V.S. Both subtitle and shadowing -4.07* 73
Both subtitle and shadowing V.S. Subtitle-only .68 73
V.S. Shadowing -only 4.07* 73

*p<.001

Listening performances across the types of place assimilation

Further analysis was conducted to compare the listening performances across the three

types of place assimilation, namely the word final with stop consonants, -/t/ and -/d/, and nasal

19
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consonant, -/n/. The results are indicated in Table 3. A significant main effect was found between
the three types of placed assimilation, F(2, 85) = 7.53, p<.001, nzpama| = .15, showing that there
is significant difference between the respective types of assimilation. The interaction effect of
learning and the three types of assimilation was significant, F(2, 85) = 23.86, p<.001, n2 partial
= .36, indicating that the learning responsiveness of the three types of assimilation are

significantly different.

Table 3: Descriptive Statistics across the Three Types of Place Assimilation (N=90)

Pretest Posttest
Assimilation type M (SD) M (SD)
|. word final -/t/ 2.83 (1.04) 5.18 (1.65)
I1. word final -/d/ 1.13 (1.22) 4.34 (2.33)
I11. word final -/n/ 1.66 (1.37) 4.06 (1.69)

Contrast analysis of the three types of place assimilation was then conducted and the
results are shown in Table 4. When compared with the voiced word finals, -/d/ and -/n/, the
voiceless stop consonant, -/t/ was the most responsive to learning (ps<.001). Meanwhile, the
voiced stop consonant, -/d/ and the voiced nasal consonant, -/n/, were nonsignificant in terms of
learning responsiveness (ps>.05). This shows that learners are more responsive to learn the word

finals with the voiced consonant -/t/ than the voiceless consonants, -/d/ and -/n/.
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Table 4: Comparison across the Three Types of Place Assimilation (N=90)

Types of place assimilation MD Std. Err.
Word final -/t/ V.S. -/d/ 1.27* 11
V.S. -In/ 1.15* A1
Word final -/d/ V.S. -t/ -1.27* A1
V.S. -In/ -0.12 .09
Word final -/n/ V.S. -/t/ -1.15* A1
V.S. -/d/ 0.12 .09
*p<.001
Discussion

The first purpose of the present study was to clarify the role of multimodality in
connected speech learning in ESL learners. The findings indicated that the additional use of
shadowing did not contribute significantly to connected speech learning. The results
disconfirmed the hypotheses that multimodality learning aids connected speech perception
among the adult Chinese ESL learners. It was assumed that cross-modality effects is likely to
occur in multisensory learning and promotes perceptual learning (Shams & Seitz, 2008),
however, the present results challenge this view. The undermining effects of multimodal learning

including divided attention and cognitive overload may account for the current results.

Another aim of the study is to look for the pattern of perceptual performance of the three
types of assimilation in Chinese ESL learners. The current results shows that word final with /t/

can be perceived and learnt better than -/d/ and -/n/. This challenges the hypothesis of graded
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assimilation (Gaskell, 2003; Dilley & Pitt, 2007; Martin & Peperkamp, 2011) of which assumes
word finals with /t/ and /d/ can perceived as glottalizaed or deleted variants. The perceptibility
hierarchy of place contrast and native language transfer is possible to account for the present

result.

Divided attention across modalities

In the present study, audio, subtitles and shadowing entered as spoken words and textual
inputs into the visual, auditory and motor sensory memory respectively. In line with the results
of the study of Kruger & Steyn (2014), the present results shows that processing the same
information from redundant resources affects attention distribution across modalities. Based on
the literature review, the view on divided attention in second language learning, the Multiple
Resource Model (Wickens, 2007) may be the first possibility of the nonsignificant use of an

extra modality.

On the one hand, based on the notion that the different tasks undergoing at the same time
interfere each other, when the learners in the multimodal group attempt to engage the three
modalities, the auditory channels for the connected speech audio input, the visual channels to
read the subtitles while concurrently engaging the vocal channel for shadowing, it is likely that
the attention is divided in a greater extent than those in the bi-modal groups who only engage
either the visual channels for subtitles or the vocal channel for shadowing while listening to the
audio input with the auditory channel, even when the information across modalities are
redundant. In some recent studies, selective attention in multimodality redundancy has been

documented in the context of infant and early childhood learning (e.g. Bahrick & Lickliter, 2014;
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Talsma, Senkowski, Soto-Faraco, & Woldorff, 2010). These may put forward the possibility that

similar phenomenon might occur in adult ESL learners on connected speech learning.

On the other hand, based on the idea of attention policy in the model of which
determining which information source to be protected and scarified, the current results suggest
that the learners in the multimodal group chose to protect the information from the visual and
auditory channel while scarify the information from the vocal channel. Interestingly, due to the
direct link between attention allocation and individual difference (Hede, 2002; Wickens,
McCarley, Alexander, Thomas, Ambinder & Zheng, 2007), it is possible to propose that the
learners in the multimodal group are visualizer who respond better to visual learning style,
however, learning preference does not necessarily lead to successful learning outcome (Kolloffel,
2012). If this is the case, it can be concluded that the learners deliberately forgo the shadowing
information from the vocal channel and allocate more attention to the visual channel for reading
the subtitles. Then this view on learning style may account for the nonsignificant use of
additional shadowing. Yet, further studies are needed to warrant the significance of learning style

in multimodality connected speech learning.

Cognitive overload in multimodal learning

Apart from divided attention during multimodality learning, another possibility is the
cognitive overload. Thus cognitive load theory may explain the results in terms of the limited
capacity in working memory. The interconnectedness in between the information sources may be

the key which lead to the nonsignificant results between the multimodal groups who learnt with
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both subtitles and shadowing, and the bimodal group who learnt with either subtitles or

shadowing.

As mentioned in the literature review, germane load is the major concern of type of
cognitive load in the current study. When handling the multiple resources from the modals,
auditory, visual and motor memory are activated for knowledge manipulation. In the present
study, the three processing centers in WM, namely the two slave-system in phonological loop -
acoustics stores and articulatory loop, as well as the visuo-spatial sketchpad are responsible for
processing the auditory connected speech inputs, shadowing and reading subtitles. As assumed in
the theory that working memory is limited in processing capacity, it is possible to infer that the
multimodal group experienced a more vigorous competition between the three components in the
WM when compared with the bimodal groups. Not only did the learners in the multimodal group
store the subtitles as textual image temporarily into the visuo-spatial sketchpad, but also further
engage the acoustics store and articulatory loop for holding the auditory connected speech input
and shadowing respectively. In contrast, the bi-modal groups only engage either the visuo-spatial
sketchpad for reading subtitles or the articulatory loop for shadowing. Therefore, the engagement
of all of the three centers in the WM may potentially increase the cognitive load which
counteracts with the benefits of multimodal learning. Similar to the present findings, some
previous studies (e.g. Kruger & Doherty, 2016 ; Kalyuga, 2000) demonstrated that cognitive
overload may occurs when receiving identical information from more than one components of
WM s involved. Therefore, the limited processing capacity in WM which lead to cognitive
overload may explain the nonsignificant connected speech perceptual improvement with the use

of an additional modality.
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Perceptual performance of the types of place assimilation

In the present study, the segments with word-final alveolar stop (/t/, /d/, /n/) followed by
a labial consonant (/p/, /b/, /m/) was chosen. The results indicated that the voiceless, word-final
consonant /t/ can be better discriminated than the other two voiced consonant, /d/ and /n/ after
learning. Surprisingly, the present results disconfirmed the hypothesis of graded assimilation in
perceiving place assimilation. Instead, the perceptibility hierarchy of place contrast is compatible

to explain the current result.

The distinctive features of word-final consonants may impose challenges on listeners In
terms of the manner of articulation, both /t/ and /d/ are categorized as stops while /n/ is nasal.
Based on the early findings on asymmetrical assimilation pattern (e.g. Jun, 2004; Steriade, 2001),
it has been observed that the perceptibility of nasal consonant (/n/) is less salient when compared
to oral stops (/t/, /d/) because the place contrast in nasal is more likely to assimilate in place. In
other words, the asymmetry of different types of assimilation may lead to perceptibility
difference. In the similarity judgement experiments and identification experiments, Kawahara &
Garvey (2014) confirmed that the place contrasts in nasal consonants in syllable boundaries are
of lower perceptibility while voiceless stops is of higher perceptibility than voiced stops and
nasals. Hence, rather than the grounded view of perceiving assimilation as other types of
phonological variants, the place contrast in place assimilation may cause ambiguity for Chinese

ESL learners at a phonetic featural level.

In addition to place contrast, voicing contrast may be another possible account for the
present results. As indicated in the results, the perceptual performance of /t/-final word is

significantly better after learning when compared to the /d/- and /n/- final word. /t/, the voiceless
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consonant, is of higher perceptual salience to Chinese learners as no voiced consonant can be
found in the Chinese phonological system. Thus, without the voiced feature, Chinese ESL
learners may be therefore, more able to discriminate voiceless consonants than the voiced
counterparts. This echoes the previous findings which stress the role of language specific
knowledge of native language in processing in both phonetic features (Kuo, Uchikoshi, Kim &
Yang, 2016) and phonological modification (e.g. Cho & Lee, 2016; Darcy, Damus, Christophe,
Kinzler & Dupoux, 2009). Specifically, Darcy et al. (2009) demonstrated that the French
participants used more of the phonological knowledge in native language, voicing rule than that
of the non-native language, namely place assimilation when compensating phonological
assimilation. In other words, in the current study, Chinese learners may have higher sensitivity to
discriminate the voiceless consonant /t/ than that of the voiced ones, /d/ and /n/ due to the native
phonological knowledge. However, it is noteworthy that there is a plausibility for acquiring the
non-native contrasts within a short period of time (Tamminen, Peltola, Kujala & N&&atanenm,
2015), regardless the influence of native language phonological knowledge. This suggests the
learnability of the three types of place assimilation, regardless the place contrast of oral stops and

nasal or the voicing contrast between /t/-final segment or the voiced /d/ and /n/-final segment.

Theoretical implication for connected speech learning

Among the three postulated phonological underpinnings of connected speech learning,
the simple exemplar-based models provides a better account for the use of subtitles and
shadowing in the present study. For subtitles, it serves as a tool to visualize the lexical

representation of the canonical forms of connected speech along with the auditory input. Both of
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the auditory and visual inputs entered learners’ mental lexicon and stored as exemplars in the
word cloud for later activation and recognition, regardless the divided attention and cognition
overload brought by multimodal learning. Yet, it is unknown if learners would further map the
sound units in the auditory input and the segments in the textual image correspondingly. While
for the shadowing practice, it enables learners to produce the encountered exemplars apart from
perceiving them. This may aid the speed of recognition if the multimodal integration does not
counteracted by divided attention and cognition overload. Moreover, learning repeatedly during
the training session increases the weight of the node of the assimilated segments and thus, further
facilitates later discrimination. Therefore, the simple exemplar-based model for connected

speech learning is compatible with the present study.

While for the simple abstractionist models and the hybrid models, as there is a lack of
evidence to suggest that transfer of learning place assimilation phonological rules with subtitles
and shadowing, further researches are needed to warrant the possibility of learning transfer in

connected speech.

Limitation & further research

There are two limitations in the present study. The first limitation lies in the design of the
stimuli in the audio input. In connected speech perception, there are some confounding factors
such as frequency effects of words and phase, which significantly affect learners’ recognition.
For example, it might be easier for learners’ to recognize ‘last match’ than ‘wet bench’.

Therefore, the word and phrase frequency effect should be concerned in the further research.
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Another limitation concerns the use of subtitles and shadowing in the training phase. For the
subtitle presentation, instead of using PowerPoint slides to show the subtitles, it can be shown in
a video form so as to control the time of subtitles shown on screen which resemble with those in
the movies. For the form of shadowing, learners should be better instructed to carry out complete
shadowing of which whole sentence is shadowed, rather than selective shadowing which shadow
certain selected words only. As the variations of shadowing may lead to different learning effects
(Hamada, 2011), the uniformity of the shadowing practice should also be put into consideration

in the further studies.

Based on the existing findings on the effects of multimodal learning, it is suggested that
learners’ learning style may also put into measure. Therefore, learning style inventories may be

included for the further research.

Pedagogical implication

The present results have a direct implication for the use of multimodality connected
speech teaching and learning. In the classroom context, learning to perceive connected speech
with multiple modalities may be too cognitively demanding for ESL learners, especially when
the hearing inputs with various accents and dialects. Therefore, practitioners should be cautious

with the sequence of using subtitles and shadowing for connected speech instruction.

As proposed by the previous findings (e.g. Ahmadian & Matour, 2014; Jia & Fu, 2011,
Khaghaninezhad & Jafarzadeh, 2013), explicit connected speech instruction significantly
enhance ESL learners’ perception. Based on the present study, it is suggested that teachers can

use video with subtitles before practicing shadowing to train learners to perceive connected
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speech sounds. For example, teachers may firstly use subtitles for promoting overall
comprehension and vocabulary recognition. Then, with the same video, only the audio is played
and students are directed to focus on perceiving and processing the connected speech features for
purely listening and shadowing purpose. The suggested example deposits to remove the potential
barriers before learning to perceive connected speech sounds and free the working memory for

auditory processing to discriminate the features.

The current study also shed light on teaching connected speech with the concern of non-
native contrast. It has been well-documented that the non-salient features of a second language,
for instance, constants with voicing contrast or an assimilated sound at the word boundary, are
often neglected (Ellis 2006; Schmidt 2012). This implies an urge to train up ESL learners’
perceptual sensitivity before ‘connected speech deafness’. As suggested in the current results,
learning connected speech is language-specific. Therefore, teachers are recommended to provide
remedial-based listening and shadowing practice on the non-salient connected speech features on
top of the explicit instruction so as to further highlight the language-specific, non-salient features

to ESL learners.

Conclusion

The findings of the present study imply the potential problems of learning connected
speech with multimodalities. In other words, ‘the more the better’ is not always the case. Instead
of overwhelming students with excessive inputs across modalities, ESL teachers and learners are
reminded to be aware if the modalities engaged would lead to the success of perceiving

connected speech sounds. Since the benefits of learning with more than one single modal cannot
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be denied, as shown in the current results, the success of connected speech acquisition with
bimodalities or even multimodalities may lies in the sequence of engaging the auditory, visual

and motor channel during the learning process.
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Appendix A

Consent form and Information Sheet
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Appendix B
The Speech Stimuli in the Connected Speech Dictation

word-finals with /t/

1. He doesn’t like sweet peas.

2. They’re sitting on the wet bench.
3. They’re staring at the bright moon.
4. I’m looking for the best bar.

5. It’s going to be their last match.

6. This is such a tart peach.

7. I’ll do it in a quiet place.

word-finals with /d/

8. He’s eating a cold meal.

9. They’re stacking the red bricks.

10. She just bought a suede bag.

11. You should watch out for the dead mice.
12. She’s buying the gold purse.

13. She takes good care of her blind pets.

14. He always reads sad poems.

word-finals with /n/

15. We received some fan mails.

16. I’'m gonna pay my own bills.
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17. These’re the little twin mouse.
18. She’s asking for a clean bowl.
19. We’re sitting under the green palm.

20. They’re eating some lean pork.
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Appendix C

The Assimilated Speech Stimuli and Their IPA Transcription.

Target assimilated IPA transcription of the IPA transcription of the

segment citation forms assimilated forms

word-finals with /t/

1. Sweet peas / swit piz / [ swip piz ]

2. Wet bench [ wet benyf / [ web bent']

3. Bright moon / brait mun / [ braim mun ]
4. Best bar / best bar / [ besb bar ]

5. Last match [ leest meeyf/ [ leesb meet']

6. Tart peach / wart blavs / [ warb blaos ]
7. Quiet place [ "kwaiat plers / [ kwarop plers ]

word-finals with /d/

8. Cold meal / koold mil / [ koulp mil ]

9. Red bricks [ red briks / [ reb briks ]
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10. Suede bag

11. Dead mice

12. Gold purse

13. Blind pets

14. Sad poems

/ swerd beeg /

/ ded mais /

/ goold psrs/

/ blaind pets /

/ sed ‘povamz /

[ sweib beeg ]

[ dem maus ]

[ goulp p3rs ]

[ blainp pets ]

[ s®ep ‘povomz ]

word-finals with /n/

15. Fan mails

16. Own bills

17. Twin mouse

18. Clean bowl

19. Green palm

20. Lean pork

/ feen meilz /

[ oon bilz /

/ twin maos /

/ klin bool /

/ grin pam /

[ lin pork /

[ fem meilz ]

[ oom bilz ]

[ twim maws ]

[ klim bool ]

[ grim pam ]

[ lim pork ]
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Appendix D
The Speech Stimuli in the Test of Articulation Rate (Cheung & Kemper, 1993)
1. Pit fur
2. Soup hint
3. Coming defect
4. Rabbit posture
5. Foreigner conjunction

6. Following explosion
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